A note on $R^2$ measures for Poisson and logistic regression models when both models are applicable
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Abstract

The aim of many epidemiological studies is the regression of a dichotomous outcome (e.g., death or affection by a certain disease) on prognostic covariables. Thereby the Poisson regression model is often used alternatively to the logistic regression model. Modelling the number of events and individual outcomes, respectively, both models lead to nearly the same results concerning the parameter estimates and their significances. However, when calculating the proportion of explained variation, quantified by an $R^2$ measure, a large difference between both models usually occurs. We illustrate this difference by an example and explain it with theoretical arguments. We conclude, the $R^2$ measure of the Poisson regression quantifies the predictability of event rates, but it is not adequate to quantify the predictability of the outcome of individual observations.

Keywords: $R^2$ measure; Poisson regression; Logistic regression; Approximation; Deviance; Sums-of-squares

1. Introduction

The $R^2$ measure, also called coefficient of determination, is well established in classical linear regression analysis and also becomes more and more popular in generalized linear models, such as Poisson and logistic regression. $R^2$ is interpretable as the proportion of outcome variation, which can be explained by the predictor variables of a given regression model. It is mainly a measure for predictability of the dependent variable, which is the number of events in Poisson regression and the binary indicator for occurrence of an event in logistic regression. Quantifying predictability of the outcome measures the strength of a regression relationship, or more generally speaking, the amount of “knowledge” already attained in a specific research question. Therefore $R^2$ gives information additional to P-values and parameter estimates of prognostic factors. An $R^2$ measure of zero indicates complete lack of predictability of the outcome by the covariates fitted in the model, whereas a value of one indicates that the covariates can predict the outcome perfectly. An $R^2$ value of 0.4 would mean that 40% of the variation in the dependent variable can be explained by the covariates in the model whereas 60% are not explained and are due to chance. $R^2$ values increase if covariates are added to a model, except when the parameter estimates are zero the $R^2$ value remains unchanged.

In many epidemiological studies an event of dichotomous nature (e.g., death from coronary artery disease or occurrence of cancer), is of interest. Such binomial data are often summarized for each distinct covariate pattern by event rates (number of persons affected relative to number of person-years lived) and analysed by regression models assuming an underlying Poisson distribution. Thus the Poisson regression, modelling the number of events, can be considered as an approximation to the logistic regression, for modelling dichotomous outcome. Both models can be used alternatively and lead to nearly the same results concerning the parameter estimates and their significances in case of a large sample size ($n \rightarrow \infty$) and rare events ($p \rightarrow 0$) [1,2]. A rule of thumb is that both distributions are approximately equivalent if $n \geq 20$ and $p \leq 0.05$ and very good if $n \geq 100$ and $p \leq 0.01$ (see [3,4] for an upper bound on the total error in the approximation). Accordingly we see from Fig. 1 that the logistic and the Poisson functions are approximately equivalent when the probability of an event ($p$) is small.

However, the $R^2$ measures of the logistic and Poisson regression may differ substantially. A goodness-of-fit test in logistic regression [5] evaluates how well the model can predict the observed probabilities. But to measure how well the individual outcome, usually coded as one for events and zero otherwise, can be predicted by a model, an $R^2$-type measure has to be used (see [6]). In Fig. 2 an example from
a dose–response study shows that the probability of binary responses can be fitted very well for the various dose levels, and the goodness-of-fit is nearly perfect. But it is still difficult to predict which patient will respond as the covariate dose is not very effective in distinguishing outcomes [7]. Viewed on an individual-by-individual basis, the observations are all zeros and ones while for the various dose levels the predictions are between 0.30 and 0.82 in Fig. 2. Note, the closer the probability of an event is around 0.5 the more inaccurate is the prediction of an individual event.

The basic idea of Poisson regression is to estimate frequencies (number of responses) and not individual outcomes. This is similar to the estimation of probabilities for binary events. Therefore there is no large difference between goodness-of-fit and $R^2$ measures in Poisson models [8, 9]. However, if a typical binomial situation with binary outcomes is fitted by Poisson regression, which is usually done in epidemiological studies for event rates, then model fit, parameter estimates and significances will be equivalent to the fit of a logistic regression, but the results of $R^2$ measures may be completely different and may also have different interpretations.

In the following section we describe $R^2$ measures for logistic and Poisson regression based on the sums-of-squares and on entropy concepts. Differences between $R^2$ measures of both models are exemplified using real data, and thereby stressing the differences in the interpretation of $R^2$ on the one hand and $P$-values and parameter estimates on the other hand.

2. Materials and methods

2.1. Data

We use data of a follow-up study [10, 11], which investigates whether the covariates age and smoking can predict death from coronary artery disease of British male doctors. Age is given in decades, smoking is a dichotomous covariate which categorizes the study participants into smokers and non-smokers (Table 1). The numbers of death from coronary artery disease and person-years lived are given for each distinct covariate pattern formed by age-decades and smoking status.

2.2. Statistical methods

The data are fitted by Poisson and logistic regression, so that the effect of age and smoking on death of coronary artery disease can be described by parameter estimates and $P$-values. The question, how good the individual outcomes can be predicted by these two factors is of further interest.
The resulting $R^2$ measure gives

equation here

Eventually a given covariate vector $x$, the total number of exposures to risk (or person-years lived) for

equation here

For Poisson regression the deviance-based $R^2$ measure is

$$R^2_{DEV} = 1 - \frac{\sum_i D(y_i|x_i)}{\sum_i D(y_i)}$$

where $D(y_i)$ and $D(y_i|x_i)$ denote a measure of the distance of observed values $y_i$ from an unconditional and a conditional (on a covariate vector $x_i$) central location parameter, respectively.

$R^2$ measures based on deviances make use of the log-likelihood of the saturated model ($\log L(y)$), when observed and estimated outcomes coincide, the log-likelihood of the null model ($\log L(y)$), when only an intercept parameter ($\beta_0$) is fitted. The conditional distance measure is the difference between the log-likelihoods of the saturated and the full model and the unconditional distance measure is the difference between the log-likelihood of the saturated and the null model.

That is,

$$R^2_{DEV} = 1 - \frac{\log L(y) - \log L(\hat{\beta})}{\log L(y) - \log L(\hat{y})}$$

For Poisson regression the deviance-based $R^2$ measure is

$$R^2_{DEV,P} = 1 - \frac{\sum_i [(y_i^p \log(y_i^p) - y_i^p) - (\hat{\mu}_i^p \log(\hat{\mu}_i) - \hat{\mu}_i)]}{\sum_i [(y_i^p \log(y_i^p) - y_i^p) - (\hat{\mu}_i^p \log(\hat{\mu}_i) - \hat{\mu}_i^p)]}$$

[8,9] with observed frequencies $y_i^p \geq 0$, estimated frequencies $\hat{\mu}_i = n_i \exp(\hat{\beta} x_i)$ and $\hat{\mu}_i^p = n_i \exp(\hat{\beta}_0) = n_i (\sum j \gamma_j^p / \sum j n_j)$ under the full and null model, respectively; $n_i$ denotes the total number of exposures to risk (or person-years lived) for a given covariate vector $x_i$. For logistic regression the deviance-based $R^2$ measure is

$$R^2_{DEV,L} = 1 - \frac{D(\hat{\beta})}{D(\hat{y})}$$

as $\log L(y)$ is equal to zero (note, by definition $0 \log 0 = 0$). Thus

$$R^2_{DEV,L} = 1 - \frac{\sum_i [y_i^l \log \hat{p}_i + (1 - y_i^l) \log (1 - \hat{p}_i)]}{\sum_i [y_i^l \log \hat{y}_i + (1 - y_i^l) \log (1 - \hat{y}_i)]}$$

[6,12,13] with observed outcome $y_i^l \in \{0,1\}$ and estimated probabilities

$$\hat{p}_i = \frac{\exp(\hat{\beta} x_i)}{1 + \exp(\hat{\beta} x_i)}$$

and

$$\hat{y}_i = \frac{\exp(\hat{\beta}_0)}{1 + \exp(\hat{\beta}_0)} = \frac{1}{n} \sum_i y_i^l,$$

under the full and null model, respectively, and the number of observations $n = \sum_i n_i$.

The $R^2$ measure for Poisson regression models, based on sums-of-squares, uses as conditional distance measure the squared difference between observed and estimated frequencies ($y_i^p - \hat{\mu}_i)^2$. For the unconditional distance measure $\hat{\mu}_i$ is replaced by $\hat{y}_i$. The resulting $R^2$ measure gives

$$R^2_{SS,P} = 1 - \frac{\sum_i (y_i^p - \hat{\mu}_i)^2}{\sum_i (y_i^p - \hat{y}_i)^2}$$

[8,9]. Whereas the $R^2$ measure in logistic regression models, based on sums-of-squares, quantifies the difference between the binary observed outcomes and estimated probabilities, so that $D(y_i|x_i) = (y_i^l - \hat{p}_i)^2$. For the unconditional distance measure $\hat{p}_i$ is replaced by $\hat{y}_i$, so that eventually

$$R^2_{SS,L} = 1 - \frac{\sum_i (y_i^l - \hat{p}_i)^2}{\sum_i (y_i^l - \hat{y}_i)^2}$$

[6,14].

In the following, all computations for model fitting and calculations for the $R^2$ measures are made using the statistical software package SAS [15].

### 3. Results

Results of modelling coronary artery disease are given in Table 2 with the models: (a) smoking only, (b) age only, (c) smoking and age and (d) smoking, age and age-squared. We see that smoking and increasing age have a significant influence on death from coronary artery disease, but the increase in risk is larger for younger people than for older people (quadratic age effect). Model results of logistic and Poisson regression are nearly identical.

In Table 3, model (a), the estimated $R^2$-values for fitting only the covariate smoking is shown. $R^2_{DEV}$ gives 3.1% under Poisson regression and 0.3% under logistic regression. The difference between the deviance-based $R^2$ measures of Poisson and logistic regression becomes even more dramatic when age is modelled (model (b)): 90.9% under Poisson regression and 9.0% under logistic regression. The reason for this is simple: both measures are correct, but have different interpretation. In both models the underlying dependent variable is not the same and one has therefore to define what an $R^2$ measure should explain. The main intention of the Poisson regression is to explain the observed frequencies. Under model (d) the number of persons died with coro-
nary artery disease can be predicted very well—$R^2$ is close to 100%. In contrast the dependent variable in logistic regression indicates on a year-by-year basis, if the person has died or is alive. Obviously it is much easier to predict the number of events, than to predict single events. Consequently, there will be a much higher $R^2$-value for Poisson than for logistic regression.

Of course, the same is true if we consider an $R^2$ measure based on sums-of-squares ($R^2_{SS}$). As Poisson regression is usually fitted using maximum likelihood and not least-squares, $R^2_{SS}$ can become negative in some situations under Poisson regression (see [9]), as it is the case in Table 3, model (a). In models (b) to (d) the difference between $R^2_{DEV}$ and $R^2_{SS}$ under Poisson regression is minimal. But under logistic regression $R^2_{SS}$ is much smaller than $R^2_{DEV}$, which is due to different construction principles—the improvement per observation in the likelihood of the full model relative to the null model is in our example larger than the improvement in the sums-of-squares of the full model relative to the null model.

From Table 2 we see that all variables (smoke, age and age-squared) have significant influence on the death from coronary artery disease. Despite the substantial differences in $R^2$-values between Poisson and logistic regression, their ranking of the covariates remains unchanged. Under both models age explains most, whereas smoking, although significant, reduces uncertainty about death only slightly.

4. Discussion

The example illustrates the structurally big difference in $R^2$ measures between Poisson and logistic regression. The likelihood, parameter estimates and P-values are approximately the same for both models, but one has to be cautious in interpreting $R^2$ measures. Do we want to explain the variability in the observed event rates or in the individual outcomes? In the example a major reduction in the uncertainty of the event rate prediction for a given covariate pattern can be achieved, however, the predictability of an individual outcome is still poor.

This is a typical example for studies with many observations, where contributions of the explanatory variables are highly significant and of substantial interest. However the $R^2$ measure of the logistic regression can be a useful reminder that the contribution of the variables may, in fact, explain only a small percentage of the variability in the individual response. Cox and Wermuth [16] stated that this type of interpretation is misleading in linear regressions with binary responses since low values of $R^2$, roughly 0.1, are inevitable even if an important relation is present. But our example shows that low $R^2$-values in logistic regression are a necessary hint that small P-values, impressive parameter estimates for prognostic factors and large $R^2$-values calculated under Poisson regression may hide the necessity to search for further prognostic factors to improve the prediction of the individual outcome. It is even possible that the $R^2$ for Poisson regression achieves one, so that the event rates are perfectly predicted by the model, and in the same time the $R^2$-value of the corresponding logistic regression may achieve only a value close to zero, indicating that it is still difficult to predict individual outcome.

$R^2$ measures usually increase monotonically with increasing number of covariates even if they have no prognostic value at all. Therefore the use of adjusted $R^2$ measures (as proposed by [6,9,17,18]) is advised especially in cases with small number of observations (that is distinctive covariate patterns in Poisson regression) relative to the number of covariates. However, the principal problem as described here remains the same.
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